
Supplementary Mateiral for
3D Key-points Estimation From Single-view

RGB Images

Mohammad Zohaib1,2[0000−0003−2259−4121], Matteo
Taiana1[0000−0003−1759−2447], Milind Gajanan Padalkar1[0000−0002−0342−5448],

and Alessio Del Bue1[0000−0002−2262−4872]

1 Pattern Analysis & Computer Vision (PAVIS), Italian Institute of Technology,
Genoa, Italy

2 Department of Marine, Electrical, Electronic and Telecommunications Engineering,
University of Genoa, Italy

{mohammad.zohaib, matteo.taiana, milind.padalkar, alessio.delbue}@iit.it

1 Introduction

In this supplementary document, we present the qualitative results of the ex-
periments presented in the main paper and evaluate the proposed network in
different settings. The performance of the network is tested by removing the
PWR module. It is found that there is a drop in the performance without this
module. Moreover, the approach is evaluated for images with real backgrounds.
The distribution of the angular distance error in pose estimation is computed,
which verifies that the error remains within 0 to 5 degrees for most of the test
samples.

2 Qualitative Results

In this section, we present qualitative results of the proposed approach for the
ten other categories. The visualizations are depicted in Fig. 1. The first and
the fourth row show the test images, the second and the fifth row present the
estimated key-points on top of the original point clouds of the objects, and
corresponding ground truth key-points are shown in the third and the sixth row.
It can be observed that the key-points are estimated approximately on valid
3D positions and are in semantic order with respect to the ground truth key-
points. Moreover, the proposed approach is able to predict 3D key-points for
the occluded parts of the objects. For example, one leg of the table and the bed
is not visible in the images because of self-occlusion. However, key-points are
accurately estimated for them.




